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SECTION: A & B
UNIT I – OPERATING SYSTEMS

1. Define Operating systems.

An operating system is a program that manages the computer hardware. It also provides a basis for application programs and acts as an intermediary between a user of a computer and the computer hardware.

2. How many types of operating systems do you know of? Name some examples of each.


The major different types of operating systems include:


Batch monitors (1950s)



IBSYS


Multiprogramming batch systems (1960s)



OS/360


Timesharing systems (1960s onwards)



OS/360 TSO (time-sharing option), VM/CMS, MVS



TOPS-10, Tenex, Multics, Unix, VMS


Single-user systems (1980s onwards)



CP/M, MS-DOS, MacOS, AmigaDOS, Windows


Process control systems (1970s onwards) also real-time systems



factory floors, aircraft, ignition control


QNX, VRTX


Transaction processing systems (1960s onwards)


Airline reservation, credit cards bureaus


ACP (Airline Control Program)

3. What are the desirable features of an operating system?


Efficiency



Speed



Load tolerance



Small size


Reliability


Robustness


Maintainability


Portability


Adherence to standards



networking



standard device interface support


Availability of source


Low cost (preferably nil)

4. What are the two viewpoints in which the operating systems can be explored?

a) User view – Os is designed mostly for ease of use, with some attention paid to performance and none paid to resource utilization

b) System view – Os is designed as a resource allocator.
5. What are the goals of operating systems?
Operating systems must

1. Provide for efficient use of computer hardware. 
2. Provide a reliable environment for the running of programs. 
3. Handle errors reasonably and with sufficient feedback. 
4. Provide services (tools, languages) for users. 
5. Hide the details of hardware and resource management from users. 
6. Protect users from one another, and the operating system from users. 

6. What are the properties of Batch Operating systems?
 A batch operating system does not provide for interactive running of programs. Data files, programs, and control commands are prepared ahead of time. The operating system reads commands from the control file (DOS .bat file) and executes them with no intervention by the user. Error handling must be built into the control file. Operating systems now provide for both batch and interactive processing. 

7. What are the properties of an Interactive operating system?
 An interactive operating system provides for direct user interaction while a program is running. The control statements are entered by the user (or from a file). Modern day operating systems provide for both interactive and batch processing. 

8. What are the properties of a Time-sharing operating system?
A time-sharing operating system is one where the CPU, memory and other resources/devices are shared among several processes (which may be a combination of interactive and batch). The CPU switches from one process to another very quickly, and if the system is not overloaded, users have the impression that they have sole use of the machine. The time the CPU gives each process is called a "time quantum" or "time slice." 
9. What are the properties of a Real-time operating system?
 
A real-time operating system is often found in appliances, vehicles, medical equipment, and scientific equipment. It must operate within very strict timelines. To ensure that the system does not fail to meet timelines, there is no sharing of resources, and no secondary storage.
10. What are the properties of a Distributed operating system?
A distributed operating system is one where several processor/machines of various types (minis, personal computers, mainframes) each with its own memory, clock and operating system are connected via a communications facility (network card, cable or telephone line).
 11. What are the security problems that occur in a multiprogramming and time sharing environment?

 
Security problems occur because several users share memory and disks. The operating system must guarantee that one user process is not permitted to read or write into the memory space allocated to another process. The operating system must also protect itself from any user processes. Finally, the operating system must guarantee that user files are protected from unauthorized access. 

12. What is the main advantage of Multiprogramming?

Multiprogramming increases CPU utilization by organizing jobs so that the CPU always has productive work to do. 
13. What are the benefits of Time sharing OS?

A time-sharing system would offer the following benefits: sharing of resources including devices (printer, disk), data and software; greater safety (e.g., from viruses); enhanced security and protection; and provision of backups of data and software by a central site. 
14. What are the differences between Symmetric and Asymmetric Multiprocessing?

A symmetric multiprocessing model is one in which each processor runs its own copy of the operating system. This model is also called the peer model (there is no master processor). Each processor may share memory or have its own. In this model, the system may still operate to some degree when a member processor fails. 
Asymmetric multiprocessing is a master-slave model in which each processor is assigned a specific task, and a master processor controls the system. A personal computer with controllers for disk, video, and memory operates in this fashion. 

15. What are the advantages and disadvantages of Multiprocessor systems?
Advantages: 

· Multiprocessor systems can be more reliable than single processor systems if functions are properly distributed. 

· Multiprocessor systems can provide cost savings by sharing peripheral equipment (cabinet, power supplies) and devices. 

· Multiprocessor systems provide more throughput (get more work done). 

Disadvantages: 

· Load sharing can be difficult. 

· Message passing or sharing of memory must be carefully managed. 

16. What is the benefit of Distributed systems?

Distributed systems facilitate resource sharing, can increase throughput, are reliable (if one system is down, the rest may not be affected), and provide communication facilities to users (mail and file transfer) at different sites.
17. What is the main difficulty that a programmer must overcome in writing an OS for a real time environment?
The main difficulty in writing a real-time operating system is ensuring that all operations are performed within specific time restraints. 

18. What are the two types of Real time systems?
a) Hard real time system – It guarantees that critical tasks be completed on time.

b) Soft real time system – A critical real time task gets priority over tasks, and retains that priority until it completes.
19. What is meant by Dual mode operation?

Dual-mode operation provides both a protected mode of operation and a user mode of operation. This strategy allows the designer to restrict the user from certain operations by making them privileged, thereby protecting vital resources from accidental or malicious damage.
20. What is the distinction between user mode and kernel mode and why is this distinction necessary?


In kernel mode, the machine can execute all instructions; in user mode, it can execute only non-privileged instructions. Without this distinction, a multiprogramming operating system could not ensure that unrelated processes do not interfere with each other (by writing each others' memory or files, reading each others' terminals, etc).

21. What is meant by buffering?
Buffering uses memory to compensate for the difference between the higher speed processor and lower speed disk or other device. In the case of an output buffer, the output of a single job is sent to the buffer--at high speed--instead of directly to the slower output device. Then, while the processor can continue with the execution of the job, the output device can read data from the buffer and output that data synchronously, at a lower speed.

22. What is meant by spooling?

Spooling uses a disk as intermediate storage for output. The output of several jobs can be sent to the spool device instead of directly to the printer. The computation of several jobs can take place at the same time the device is printing from the spooled output. Several jobs may be ready for output at once, thus necessitating scheduling and the establishment of priorities.

23. What is the difference between buffering and spooling?

Buffering involves an individual job and a single device; spooling takes place between several jobs and (typically) a single device.

24. What are the differences between a trap and an interrupt? 
A trap is generated by a running process or user program that attempts an operation that is considered abnormal; for example, a user program that attempts to divide by zero. It may also be generated by a running process that issues a service request from the operating system; for example, a program that attempts to access protected memory or execute a privileged instruction. A trap is similar to an interrupt, and causes control to be transferred to an exception handler routine. 

An interrupt is generated by a hardware device, such as disk, which sends a signal to the control unit to indicate the occurrence of some event (such as completion of an I/O request). The signal is sent through the control bus (rather than the data bus). The interrupt causes control to be transferred to the interrupt handler (a system routine). 
25. What are the three hardware aids that assist the operating system in providing security?

Three hardware aids that assist the operating system in providing security are registers for address verification, mode bit, and timer. 

Registers for address comparison are necessary to make memory security precautions efficient. 
The mode bit is a hardware feature that allows certain instructions to be classified as privileged, and prevents any user process from performing them. This strategy is known as "dual-mode operation": non-privileged instructions are executed in either monitor mode or user mode, but privileged instructions can only be executed in monitor mode. 

The timer is a hardware component that is used to prevent any process from keeping the CPU indefinitely. The timer is set, and when the period of time has elapsed, an interrupt is generated. Instructions modifying the timer should be privileged. 
26. What are the five major process management activities of an operating system?
Five major process management activities of an operating system are 

a. creation and deletion of user and system processes.
b. suspension and resumption of processes.
c. provision of mechanisms for process synchronization.
d. provision of mechanisms for process communication. 
e. provision of mechanisms for deadlock handling. 
27. What are the three major memory management activities of an operating system?

a. keeping track of which parts of memory are currently being used, and by whom.
b. deciding which processes are to be loaded into memory when memory space       

               becomes available. 
c. allocating and freeing memory space as needed.
28. What are the three major secondary-storage management activities of an operating system ?

a. free-space management. 
b. storage allocation. 
c. disk scheduling.

29. What are the five major file management activities of a operating system? 

a. creation and deletion of files. 
b. creation and deletion of directories. 
c. support of primitives for manipulation files and directories. 
d. mapping of files and directories onto secondary storage. 
e. backup of files on stable (nonvolatile) storage media. 

30. List five services provided by an operating system. 

Program execution

I/O operation

File-system manipulation

Communications

Error detection

31. How each service provides convenience to the users.

Program execution: The OS provides for the loading of programs into memory and managing the execution of programs. The allocation of CPU time and memory could not be properly managed by the users' programs.

I/O operation: User-level programs should not be allowed to perform I/O operations directly for reasons of efficiency and security. Further, a simple I/O request by a user-level program typically entails a long sequence of machine language and device-control commands.

File-system manipulation: This service takes care of the housekeeping and management chores associated with creating, deleting, naming, and protecting files. User programs should not be allowed to perform these tasks for security reasons.

Communications: The OS takes care of the complex subtasks involved in exchanging information between computer systems. It is neither desirable (because of the number and complexity of the lower-level subtasks involved) nor advisable (for security reasons) to let user-level programs handle communications directly.

Error detection: This service includes the detection of certain errors caused by hardware failure (faults in memory or I/O devices) or by defective/malicious software. A prime directive for a computer system is the correct execution of programs, hence the responsibility of this service cannot be shifted to user-level programs.

32. Define system calls.

System calls provide the interface between processes and the operating system. These calls are usually available both from assembly-language programs and from higher-level language programs.

33. What is the purpose of system programs?
Systems programs provide a convenient environment for program development and execution. Some are simply user interfaces to system calls. 

34. What are the major categories of system calls?

           System calls can be roughly grouped into five major categories: 

· Process control: end, execute, wait, fork (create process), allocate and free memory etc. 

· file manipulation: create/delete file, open/close, read/write, get/set attributes 

· device manipulation: request/release, read/write, get/set attributes 

· Information maintenance: get/set time/date, get process info. 

· communications:  create/delete connections, send/receive msgs 

35. What is the main advantage of Layered approach?

The main advantage of the layered approach to operating systems design is that debugging and testing are simplified. The layers are designed so that each uses only lower-level services. The interface between the layers is well defined, and encapsulates the implementation details of each level from higher levels.

36. What is the use of virtual-machine architecture?

The virtual-machine architecture is useful to a operating-system designer, because development of the operating system can take place on a machine that is also running other "virtual machines" without bringing the entire system down (making it unavailable to other users). The user has the opportunity to operate software that otherwise would not be compatible with the physical system or with the operating system.
37. Define Mechanisms and Policies.

Mechanisms determine how to do something; policies decide what will be done. The separation of policy from mechanism is a very important principle; it allows maximum flexibility if policy decisions are to be changed later. 

38. Why is the separation of mechanism and policy a desirable policy?
Policies must be separate from mechanism to allow flexibility in tailoring the operating system to each installation's particular needs.
39. What is the purpose of the command interpreter? Why is it usually separate from the kernel? 
Command interpreter reads commands from the user or from a file of commands and executes them, usually by turning them into one or more system calls. It is usually not part of the kernel since the command interpreter is subject to changes. 

40. Define process.

A process is an active entity, a program being executed.

41. Define process state.

A process state is a full description of a process at a particular point in time. The description consists of the memory image of the process, the values of the registers, the program counter, stack pointer, status word, etc.

42. Define processor.

A processor is an agent which executes instructions. It may be hardware only or a combination of hardware and software.

43. What are the various process states?
new: The process is being created. 

running: Instructions are being executed. 

waiting: The process is waiting for some event to occur. 

ready: The process is waiting to be assigned to a processor. 

terminated: The process has finished execution. 

44. Define Process control block.

Each process is represented in the operating system by a process control block(PCB) also called a task control block. A PCB contains many pieces of information associated with a specific process, including these: process state , program counter ,CPU  registers ,CPU Scheduling information , Memory management information, Accounting information, I/O status information.
45. Can a process make a transition from the Ready state to the Blocked state? Why or why not?


No, it cannot. A process can become blocked only when it issues a request for a resource that is not available, and it can make such a request only when it is executing.

46. Define Job queue.
As processes enter the system, they are put into a queue called job queue. This queue consists of set of all processes in the system.
47. Define Ready queue.

 
The processes that re residing in main memory and are ready and waiting to execute are kept on a list called as Ready queue.

48. Define Device Queue

The set of processes waiting for an I/O device is called Device queue.
49. Define Scheduler.
The Operating system must select processes from the queues in some fashion. The selection process is carried out by the scheduler.

50. Define Long term Scheduler.
Long-term scheduler or job scheduler selects which processes from mass storage devices and loads them into memory for execution.
51. Define Short Term Scheduler.
Short-term scheduler or CPU scheduler selects which process should be executed next and allocates the CPU to one of them.
52. What is meant by I/O-bound processes?
I/O bound processes spend more time doing I/O than computations. They have many short CPU bursts. 

53. What is meant by CPU-bound processes?

CPU bound processes spend more time doing computations. They generate very I/O requests in frequently.

54. What is meant by context switch?
When CPU switches to another process, the system must save the state of the old process and load the saved state for the new process. This task is called is called Context Switch.
55. What is the use of fork and execve Unix System call?
fork system call creates new process. 

execve system call used after a fork to replace the process’ memory space with a new program. 

56. What is meant by Independent and Cooperating processes?

Independent process cannot affect or be affected by the execution of another process. 

Cooperating process can affect or be affected by the execution of another process. 

57. What is Bounded buffer producer consumer process?

It is a Paradigm for cooperating processes; producer process produces information that is consumed by a consumer process. Bounded-buffer assumes that there is a fixed buffer size. 

58. What is the function of a message system?
The function of a message system is to allow processes to communicate with one another without the need to resort to shared data.

59. What are the two primitives used for communication?

The two primitives used for communication are Send and Receive. 

60. What are the two types of communication?

The two types of communication are direct and indirect communication. 
61. What are the main advantages of microkernel based OS over monolithic OS?

The main advantages of microkernel based OS over monolithic OS are:

1. microkernel based OS is easier to extend 

2. microkernel based OS is easier to port to new architecture 

3. microkernel based OS is more reliable and secure 

UNIT II – OPERATING SYSTEMS

1. What is meant by a Thread?


A thread is the abstraction of a unit of execution. Light-weight processes LWP that share the same text and global data, but have their own CPU register values and their own dynamic variables.

2. What are the benefits of Multithreads?


Responsiveness


Resource sharing


Economy


Utilization of multiprocessor architectures

3. What are the various Multithreading models?


Many-to-one model


One-to-one model


Many-to-many model

4. What resources are used when a thread is created? How do they differ from those used when a process is created?
The resources used when a thread created are: 

· A program counter 

· A register set 

· A stack space 

Thread shares with peer threads its code section, data section, and other operating-system resources such as open files and signals.

 When process created, following resources are used besides above resources: 

· Text section 

· Data section 

· Some other resources different from one OS to another 

5. Describe the actions taken by a kernel to context switch 

a. Among threads.
b. Among processes. 

A thread context switch first save the program counter, the register set and the stack, then get the new register set, a program counter and stack. No memory-management-related work need be done. 

Context switch among processes requires more work to be done. Besides the work done in threads switch, it includes memory switch to get new code section and new data section. 

6. What are the differences between user-level threads and kernel-supported threads? Under what circumstances is one type "better" than the other?
User-level threads are implemented with user-level libraries. So thread switching doesn't need call the operating system. Switching among user-level threads is faster than kernel-supported threads. 

The disadvantage is for user-level threads, any call to the operating system can cause the entire process to wait, because the kernel knows only process and has no knowledge about the thread. It can also be unfair. 

7. What is meant by CPU Scheduler?
Whenever the CPU becomes idle, the operating system must select one of the processes in the ready queue to be executed. The selection process is carried out by the short time scheduler or CPU scheduler. The Selects from among the processes in memory that are ready to execute, and allocates the CPU to one of them.

8. What is the purpose of Dispatcher module?

· Dispatcher module gives control of the CPU to the process selected by the short-term scheduler; this involves: 

· switching context 

· switching to user mode 

· jumping to the proper location in the user program to restart that program 

9. What is Dispatch latency?

The time taken by the dispatcher to stop one process and start another running is known as Dispatch Latency.

10. Define Throughput.

Throughput is the measure of number of processes that complete their execution per time unit.

11. Define Turnaround time.

Turnaround time is the amount of time to execute a particular process.

12. Define Waiting time.

Waiting time is the amount of time a process has been waiting in the ready queue.

13. Define Response time.

Response time is the amount of time cpu takes from when a request was submitted until the first response is produced, not output (for time-sharing environment) 
14. What are the various Scheduling Criteria?

· CPU utilization – keep the CPU as busy as possible 

· Throughput – Number of processes that complete their execution per time unit 

· Turnaround time – amount of time to execute a particular process 

· Waiting time – amount of time a process has been waiting in the ready queue 

· Response time – amount of time cpu takes from when a request was submitted until the first response is produced, not output (for time-sharing environment) 

15. Define Optimization Rule.

    Maximum CPU utilization; Maximum throughput; Minimum turnaround time; Minimum waiting time; Minimum response time.

16. What are the various Scheduling Algorithms?

First come first serve (FCFS)

Shortest job first (SJF)

Priority Scheduling

Round Robin (RR)
17. Define First Come First serve scheduling (FCFS).


The process that requests the CPU first is allocated the CPU first.

18. Define Shortest-Job-First (SJF) Scheduling. 
The Algorithm associates with each process the length of its next CPU burst. It uses these lengths to schedule the process with the shortest time. If two processes have the same length next CPU burst, FCFS scheduling is used to break the tie.
19. Define Priority Scheduling.

A priority number (integer) is associated with each process .The CPU is allocated to the process with the highest priority (smallest integer => highest priority). 

20. Define Round Robin (RR).


Round Robin is designed especially for time sharing systems. Each process gets a small unit of CPU time (time quantum), usually 10–100 milliseconds. After this time has elapsed, the process is preempted and added to the end of the ready queue. If there are ‘n’ processes in the ready queue and the time quantum is q, then each process gets 1/n of the CPU time in chunks of at most q time units at once. No process waits more than (n-1) q time units. 

21. What are the two schemes of Shortest-Job-First (SJF) Scheduling?

Two schemes: 

Non preemptive – once CPU given to the process it cannot be preempted until it completes its CPU burst. 

Preemptive – if a new process arrives with CPU burst length less than remaining time of current executing process, preempt. This scheme is known as the Shortest-Remaining-Time-First (SRTF). 

22. What is the drawback of FCFS?
Convoy effect: short (I/O-bound) processes behind long (CPU-bound) process. So all the other processes must for the one big process to get off the CPU.

23. What is the drawback of priority scheduling? 
Problem: Starvation – low priority processes may never execute. 

24. Give a solution to starvation problem in priority scheduling?

Solution: Aging – as time progresses increase the priority of the process. 

25. What is meant by Aging?

             Aging is a technique of gradually increasing the processes priority that wait in the system for a long time

26. Define Multilevel Queue.

Ready queue is partitioned into separate queues: foreground (interactive) and background (batch).Each queue has its own scheduling algorithm:  foreground - RR; background – FCFS.

Scheduling must be done between queues. 

· Fixed Priority: serve all from foreground then from background 

· Time-slice: 80% to foreground for RR; 20% to background for FCFS 

27. Define Multilevel feedback queue scheduling.

Multilevel feedback queue scheduling allows a process to move between various queues. The idea is to separate processes with different CPU-burst characteristics. If a process uses too much CPU time, It will be moved to a lower-priority queue. A process that waits too long in a lower priority queue may be moved to a higher-priority queue. This form of aging prevents starvation.

28. Give an example for Multilevel Feedback Queue.

Example: 3 queues 

Q0 - time quantum 8ms 

Q1 - time quantum 16ms 

Q2 - FCFS 

Scheduling 

A new job enters queue Q0 which is served FCFS. When it gains CPU, it receives 8ms. If it does not finish in 8ms, it is moved to queue Q1 (tail) 

At Q1, job is again served FCFS and receives 16 additional milliseconds. If it still does not complete, it is preempted and moved to queue Q2. 

29. Mention the parameters of the Multilevel Feedback Queue Scheduler?

            There parameters of the multilevel feedback queue scheduler are:

                              i. The number of queues

 

      ii. The scheduling algorithm for each queue



     iii. To determine the upgrade of a process to a higher priority 
queue, the method is used.
                              iv. To determine the demote of a process to a lower priority 
queue, the method is used

                   v. To determine which queue a process enters when the service 
is needed by the process.

30. An OS contains two processes p1 and p2, with p2 having a higher priority than p1. Let p2 be blocked on an I/O operation and let p1 be running Explain the sequence of OS actions when an I/O completion event occurs.

(i) A context save is performed for p1.

(ii) The I/O completion event is processed and the state of  p2 is changed

from waiting to ready.

(iii) Scheduling is performed. Being the highest priority ready process,

p2 is selected.

       (iv)      p2 is dispatched. (Prepared for scheduling) 

31. Discuss the measures considered for the selection of an algorithm?

The measures considered for the selection of an algorithm are:                        

i. CPU utilization is maximized under the constraints that the maximum   response times is 1 sec

ii.  Maximize throughput such that turnaround time is linearly proportional to total execution time.

32. What are the two types of Real time Scheduling?

Hard Real time systems – required to complete a critical task within a guaranteed amount of time.

Soft Real time computing – requires that critical processes receive priority over less fortunate ones.
33. Consider the following set of processes, with the length of the CPU-burst time given in milliseconds: 

               Process               Burst Time               Priority 
                    P1                            10                                3 
                    P2                            1                                  1 
                    P3                            2                                  3 
                    P4                            1                                  4 
                    P5                            5                                  2 

The processes are assumed to have arrived in the order P1,P2,P3,P4,P5, all at time 0. 
Draw four Gantt charts illustrating the execution of these processes using FCFS, SJF, a nonpreemptive priority ( a smaller priority number implies a higher priority), and RR(quantum=1) scheduling. 

The four Gantt charts are: 

FCFS: 

	    P1
	P2
	P3 
	P4
	P5


RR: 

	P1
	P2
	P3
	P4
	P5
	P1
	P3
	P5
	P1
	P5
	P1
	P5
	P1
	P5
	                   P1


SJF: 

	P2
	P4
	P3
	        P5
	           P1


Priority: 

	P2
	   P5
	           P1
	   P3
	P4


34. What is the turnaround time of each process for each of the scheduling algorithms in Q33? 
Turnaround time    

	
	FCFS
	RR
	SJF
	Priority

	P1
	10
	19
	19
	16

	P2
	11
	2
	1
	1

	P3
	13
	7
	4
	18

	P4
	14
	4
	2
	19

	P5
	19
	14
	9
	6


35. What is the waiting time of each process for each of the scheduling algorithms in Q33? 
Waiting time (turnaround time minus burst time)    

	
	FCFS
	RR
	SJF
	Priority

	P1
	0
	9
	9
	6

	P2
	10
	1
	0
	0

	P3
	11
	5
	2
	16

	P4
	13
	3
	1
	18

	P5
	14
	9
	4
	1


36. Explain the differences in the degree to which the following scheduling algorithms discriminate in favor of short processes: 
a. FCFS - FCFS does not favor short processes at all, it only cares about the process arrival time. 

b. RR - RR favors short processes that they finish earlier than long processes that arrive at almost same time. 

c. Multilevel feedback queues MFQ moves a processes to lower-priority level queue if it consumes too much CPU cycles. Hence it favors short processes more than RR algorithms. 
37. State the relation holds between multilevel feedback queue and RR algorithm.
Multilevel feedback queue and RR - RR is implemented, by default as the general scheduling algorithm for the individual queues of MFQ. Each job in a particular priority queue is dispatched in an RR fashion. 
38. State the relation holds between multilevel feedback queue and FCFS algorithm.
Multilevel feedback queue and FCFS - The jobs in the individual queues of the MFQ can be scheduled in FCFS fashion by the dispatcher. 
39. State the relation holds between priority and FCFS.
Priority and FCFS - In FCFS, priority is assigned to the incoming jobs based on their individual times of arrival. The older a job is, the higher is its priority. Thus, FCFS is a sort of Priority scheduling, where priority is based on the time parameter.

40. What advantage is there in having different time-quantum sizes on different levels of a multilevel queuing system? 

Processes which need more frequent servicing, for instance interactive processes such as editors, can be in a queue with a small time quantum. Processes with no need for frequent servicing can be in a queue with a larger quantum, requiring fewer context switches to complete the processing; making more efficient use of the computer. 
41. Define Race Condition.

 A situation in where several processes access and manipulate data concurrently and the outcome of execution depends on the particular order in which the access takes place. 

42. Define the Critical-Section Problem.

Definition: n processes competing to use some shared data, where each process has a code segment, called critical section, in which the shared data is accessed. To ensure that when one process is executing in its critical section, no other process is allowed to execute in its critical section. 

43. Show the general structure of critical section problem.




Do





{


                

entry section 
      
            

critical section 
                   

exit section 
            



remainder section 
 
   
       
}while(1);

44. What is meant by an Entry section?


Each process must request permission to enter its critical section. The section of code implementing this request is called as Entry section.

45. What is meant by an Exit section?


The critical section may be followed by a section of code is called as an Exit section.

46. What are the requirements that must satisfy for a solution to critical section problem?

Mutual Exclusion

Progress

Bounded Waiting

47. Define Mutual Exclusion.

 If process Pi is executing in its critical section, then no other processes can be executing in their critical sections. 

48. Define Progress.

 If no process is executing in its critical section and there exist some processes that wish to enter their critical section, then the selection of the processes that will enter the critical section next cannot be postponed indefinitely. 

49. Define Bounded Waiting.

 A bound must exist on the number of times that other processes are allowed to enter their critical sections after a process has made a request to enter its critical section and before that request is granted. 

50. Define Semaphore.

Semaphore is a synchronization tool that is used to solve critical section problem.

Semaphore S is integer variable (counting semaphore) that can only be accessed via two indivisible (atomic) operations: wait and signal. Semaphores when used incorrectly may cause Deadlocks and Starvation

51. What are the two Types of Semaphores?

The two types of semaphores are

Counting semaphore – integer value can range over an unrestricted domain.

Binary semaphore – integer value can range only between 0 and 1; can be simpler to implement.
52. Define counting semaphore.


Counting semaphore is a semaphore with an integer value that can range over unrestricted domain.

53. Define Binary semaphore.

Binary semaphore is a semaphore with an integer value that can range only between 0 and 1. They are more efficient to implement than counting semaphores.

54. Define Deadlock.


Deadlock is a situation where two or more processes are waiting indefinitely for an event that can be caused by only one of the waiting processes. When such a state is reached, these processes are said to be deadlocked.

55. Define Starvation.


Starvation is indefinite blocking. A situation where processes wait indefinitely within a semaphore. A process may never be removed from the semaphore queue in which it is suspended.

56. Mention any three synchronization problems.


The Bounded buffer problem


The Readers-Writers problem


The Dining-Philosophers problem

57. Define Critical Region.


It is a High-level synchronization construct .A shared variable v of type T, is declared as:

var v: shared T
Variable v accessed only inside statement 

region v when B do S
where B is a Boolean expression.

While statement S is being executed, no other process can access variable v.

Regions referring to the same shared variable exclude each other in time.

When a process tries to execute the region statement, the Boolean expression B is evaluated. If B is true, statement S is executed. If it is false, the process is delayed until B becomes true and no other process is in the region associated with v.

58. Define Monitors.


A Monitor is an abstract data type, i.e. a combination of data structures and operations, where at most one operation may be executing at one time. The required mutual exclusions are enforced by the compiler implementing the monitor.
59.  List three reasons for wanting to use multiple threads in a process. 
Simplifies program structure 
 improves performance in presence of blocking 
 make use of multiple processing units 

60. If a process exits and there are still threads of that process executing, will they continue to execute? Explain. 
No. When a process exits, it takes everything with it. This includes the process structure, the memory space, etc. including threads. 
    (The process is the execution environment; without it, a thread can not execute.)

61. Write one advantage and one disadvantage of a process using user-level threads over a process using kernel-level threads? 
Advantage: don't need kernel to understand threads faster switching, since kernel not involved 
    
Disadvantage: if one thread blocks, all threads blocked process can't take advantage of multiple processors 

62. Suppose two processes are executing, both of which are using multiple kernel-level threads. Is a context switch between two threads within one process less work than a context switch between two threads in different processes? Explain. 
YES! More state information needs to be switched when threads are in different processes. 

Context switch between two threads in the same process: 
           only need to store/load the TCB information 
            Context switch between two threads in different processes: 
                      above, plus need to store/load the PCB information 
63. Suppose two processes are executing, both of which are using multiple user-level threads. Is a context switch between two threads within one processes less work than a context switch between two threads in different processes? Explain. 
 
                    YES! Process switch occurs when threads are in different processes. 
                     Context switch between two threads in the same process: 
                                        Handled by the dispatcher within your program 
                                        OS doesn't need to do anything 
                      Context switch between two threads in different processes: 
                                        must process switch between two processes 

64.  What happens during a context switch?

During context switch, kernel saves the state of the old process in its PCB (Process Control Block) and loads the saved state of the new process from PCB. 
65. Which is the most commonly used scheduling algorithm, and why? 

Time slicing the CPU is the most commonly used scheduling algorithm. It is often used in a round-robin fashion with a priority queue because it is the simplest to implement, works quite well in practice, and favors interactive jobs, where response time matters the most. The possible speed-up promised by more complex algorithms is often nullified by the extra house-keeping overhead. 

66. What is a Gantt chart? Explain how it is used.

 A rectangle marked off horizontally in time units, marked off at end of each job or job-segment. It shows the distribution of time-bursts in time. It is used to determine total and average statistics on jobs processed, by formulating various scheduling algorithms on it.

UNIT III – OPERATING SYSTEMS

1. Define Deadlock.


In a multiprogramming environment, several processes may compete for a finite number of resources. A process requests resources; if the resources are not available at that time, the process enters a wait state. Waiting processes may never again change state, because the resources they have requested are held by other waiting processes. This situation is called Deadlock.

Deadlock occurs when two or more processes are blocked, where each process is blocked awaiting some action by another blocked process.

2. How does each process utilize a resource?

Each process utilizes a resource as follows: 

· request 

· use 

· release

3. What is meant by Mutual exclusion?

Mutual exclusion: only one process at a time can use a resource. If another process requests that resource, the requesting process must be delayed until the resource has been released.

4. What is meant by Hold and wait?

Hold and wait: a process holding at least one resource is waiting to acquire additional resources held by other processes. 

5. What is meant by No preemption?

No preemption: a resource can be released only voluntarily by the process holding it, after that process has completed its task. 

6. What is meant by Circular wait?

Circular wait: there exists a set {P0, P1, ..., Pn } of waiting processes such that P0 is waiting for a resource that is held by P1, P1 is waiting for a resource that is held by P2, ..., Pn-1  is waiting for a resource that is held by Pn, and Pn is waiting for a resource that is held by P0. 

7. What are the necessary conditions for deadlocks to occur?

Deadlocks occur if four conditions hold simultaneously. (All four must hold) 

· Mutual exclusion: only one process at a time can use a resource. 

· Hold and wait: a process holding at least one resource is waiting to acquire additional resources held by other processes. 

· No preemption: a resource can be released only voluntarily by the process holding it, after that process has completed its task. 

· Circular wait: there exists a set {P0, P1, ..., Pn } of waiting processes such that P0 is waiting for a resource that is held by P1, P1 is waiting for a resource that is held by P2, ..., Pn-1  is waiting for a resource that is held by Pn, and Pn is waiting for a resource that is held by P0. 

8. Define Resource Allocation Graph.


Deadlocks can be described more precisely in terms of a directed graph called a system resource allocation graph.

· A set of vertices V and a set of edges E. 

· V is partitioned into two types: 

· P =  {P1, P2, ..., Pn} , the set consisting of all the processes in the system. 

· R =  {R1, R2, ..., Rm}, the set consisting of all resource types in the system. 

· request edge – directed edge Pi --> Rj 

· assignment edge – directed edge Rj --> Pi 

9. Write the notations used in  Resource Allocation Graph, also called a Reusable Resource Graph. 

· The processes are circles. 

· The resources are squares. 

· An arc (directed line) from a process P to a resource R signifies that process P has requested (but not yet been allocated) resource R. 

· An arc from a resource R to a process P indicates that process P has been allocated resource R. 

10.  Give an example of Resource Allocation Graph with no cycle.
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11. Give an example of Resource Allocation Graph with cycle.
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12. How will you identify deadlocks using a resource allocation graph?


If graph contains no cycles => no deadlock. 

If graph contains a cycle => 

if there is only one instance per resource type, then deadlock. 

if there are several instances per resource type, then we have the possibility of deadlock. 

13. What are the methods for Handling Deadlocks? 

Deadlock Prevention

Deadlock Avoidance

Deadlock Detection and Recovery

14. What is the basic idea behind Deadlock prevention?


Deadlock prevention involves violating at least one of the 
necessary conditions for deadlock.

15. How will you ensure that hold-and-wait condition does not hold in the system?

Hold and Wait – must guarantee that whenever a process requests a resource, it does not hold any other resources. 

16. What are the protocols that can be used to ensure hold-and-wait condition never occurs in the system? State its drawbacks.

Require process to request and be allocated all its resources before it begins execution, or allow process to request resources only when the process has none. 

Drawbacks:

Low resource utilization

Starvation

17. How will you ensure that No preemption condition does not hold in the system?


The following protocol ensures that No preemption condition does not hold in the system:

If a process that is holding some resources requests another resource that cannot be immediately allocated to it, then all resources currently being held are released. Preempted resources are added to the list of resources for which the process is waiting. Process will be restarted only when it can regain its old resources, as well as the new ones that it is requesting. 

18. How will you ensure that Circular Wait condition does not hold in the system?

Circular Wait – impose a total ordering of all resource types, and require that each process requests resources in an increasing order of enumeration. 

19. What is the use of Deadlock Avoidance algorithm?


The deadlock-avoidance algorithm dynamically examines the resource-allocation state to ensure that there can never be a circular-wait condition.

20. Define Resource-allocation state.


Resource-allocation state is defined by the number of available and allocated resources, and the maximum demands of the processes.

21. Define safe state.

· System is in safe state if there exists a safe sequence of all processes. 

· Sequence <P1, P2, ..., Pn> is safe if for each Pi, the resources that Pi can still request can be satisfied by currently available resources + resources held by all the Pj, with j < i. 

· If Pi's resource needs are not immediately available, then Pi can wait until all Pj have finished. 

· When all Pj have finished, Pi can obtain needed resources, execute, return allocated resources, and terminate. 

· When Pi terminates, Pi+1 can obtain its needed resources, and so on. 

22. What is the relation between safe state and deadlock?

· If a system is in safe state => no deadlocks. 

· If a system is in unsafe state => possibility of deadlock. 
23. What are the Data structures used for Banker’s algorithm?

· Let n = number of processes, and m = number of resource types. 

· Available : Vector of length m. If Available[j]= k, there are k instances of resource type Rj available. 

· Max : n x m matrix. If Max[i,j]= k, then process Pi may request at most k instances of resource type Rj. 

· Allocation : n x m matrix. If Allocation[i,j]= k, then Pi is currently allocated k instances of Rj. 

· Need : n x m matrix. If Need i,j]= k, then Pi may need k more instances of Rj to complete its task. 

· Need[i,j]  =  Max[i,j] - Allocation[ i,j]

24. What is the use of Safety algorithm?


The algorithm finds whether or not a system is in a safe state.

25. What is the difference between deadlock detection, avoidance and prevention?   

Deadlock detection is a technique to handle deadlocks which tries to find out if the system is in deadlock and then works to recover it from the deadlock if any exists. It is used as an afterthought and is not coordinated with the resource allocating procedures. 

Deadlock avoidance is a technique which works hand-in-hand with the resource allocation and tries to ensure that a resource request made in a non-deadlocked state is granted only if it will not lead to a deadlock in the future. This technique however makes unrealistic demands about the kind of information it needs from process, in that, it requires the entire pattern of resource requests, past & future. 

Deadlock prevention is a technique which influences the design of the resources allocated and their classification. It uses various techniques to ensure that at least one of the four necessary conditions for a deadlock are violated. Thus, it eliminates the possibility of a deadlock ever occurring, in the design stage itself. 

26. When do we use deadlock detection, avoidance and prevention?

The choice between these different algorithms involves a trade-off between efficiency, safety and runtime cost. 

Deadlock prevention is a safe but pessimistic approach that involves no extra cost at runtime, but may be more restrictive than necessary. That is, there could be allocations which might otherwise have been safe and led to increased concurrency, but are ruled out due to the deadlock prevention design. 

Deadlock detection is an optimistic approach that detects deadlocks only after they occur. Thus, it may involve undoing some processing (rollback) in order to handle the deadlock. This may be ok for some applications and situations, but not for others. 

Deadlock avoidance ensures safety by making sure at runtime that no deadlock will actually occur. Thus, it may incur a large cost at runtime, but will not need rollback of partial computations. 

27. What are the methods available to recover from Deadlock?


Process Termination


Resource Preemption

28. What are the three different stages in which binding of Instructions and Data to Memory can happen?

Address binding of instructions and data to memory addresses can happen at three different stages. 

· Compile time: If memory location known a priori, absolute code can be generated; must recompile code if starting location changes. 

· Load time: Must generate relocatable code if memory location is not known at compile time. 

· Execution time: Binding delayed until run time if the process can be moved during its execution from one memory segment to another. Need hardware support for address maps (e.g., base and limit registers). 


29. Name two differences between logical and physical addresses. 

A logical address does not refer to an actual existing address; rather, it refers to an abstract address in an abstract address space. Contrast this with a physical address that refers to an actual physical address in memory. A logical address is generated by the CPU and is translated into a physical address by the memory management unit(MMU). Therefore, physical addresses are generated by the MMU.

30. What is the relation between the terms `logical address space', `physical address space', `virtual memory size', `physical memory size'? How are these determined? 

Logical address space, virtual address space, virtual memory size: 

Refers to the maximum number of distinct memory words that can be referred to by a process. This in turn depends on the memory management scheme used. For example, in case of segmented memory, if a process has access to six segments, each of which can be 1 Gigabyte, we shall say that the logical address space is 6 GB. 

Physical address space, physical memory size: 

This refers to the total amount of memory physically available. 

In practice, there might be a difference between the maximum virtual address space allowed by the CPU, by the system bus design, and by the operating system, but we shall not make the distinction, unless otherwise mentioned. 
      
31. What is binding?

Binding means setting the actual addresses used by each non-relocatable address of a program.

32. What is dynamic loading?

Loading a routine only when it is called and not yet in memory; the routine will not be loaded into memory until first time it is called.

33. What is the advantage of dynamic loading?

Routines that are never used are never loaded; thus more free memory is available using dynamic loading.

34. What is a relocation register?

A base register used to give the lowest physical address for a process.

35. What is swapping?

Copying a process from memory to disk to allow space for other processes is called as swapping.

36. List ways of reducing the context switch time.
a. Minimize the amount of memory of a process to be swapped.

b. Increase the speed of the disk used for swapped-out processes.

c. Overlap swapping and program execution.

37. What is the system manager’s main problem in using fixed partitions?

The system manager’s main problem in using fixed partitions is determining the optimum number of partitions and their size.

38. List the common allocation methods. Which is the poorest? 

a. First-fit.

b. Best-fit.

c. Worst-fit — poorest. 

39. What is compaction? Why use it?

Compaction is movement of processes to eliminate small partitions (holes). It allows smaller partitions to form fewer larger ones, to allow larger processes to run.

40. What is paging?

Splitting program up into a group of fixed-equal-sized partitions, allowing the parts to be non-contiguous.

41. What is a frame?

Frame is Fixed-size block of physical memory, each block of same size as page.

42. What is contained in the page table?

Page table contains base address of each frame, and corresponding page number.

43. How are the page numbers and offset numbers obtained?

Logical address is split into two parts: right-hand bits give the offset numbers, and left-hand bits give the page number.

44. Describe the page-to-frame translation.

Logical address is split into page offset and page number. Scan page table for page number; corresponding entry is the frame number, which is combined with page offset to give physical address.

45. How many frames are needed for each page?

One.

46. How much fragmentation occurs with paging? Which type?

On the average, one-half of last page in each job; this is internal fragmentation.

47. List three ways of implementing the page table.

a. Dedicated registers.

b. In main memory.

c. Associative registers (cache).

48. What is an associative register?

A register in which no search is needed to find a key; all parts are given a key at once; the part holding the key is the only part to respond.

49. List advantages of paging.

a. Sharing common code.

b. Reducing fragmentation.

50. What are page protection bits?

Protection bits are Flag bits associated with each page to flag read/write or read-only.

51. What is reentrant code?

Code that can be used by several users simultaneously. It has no code that users can alter during execution.

52. What is segmentation?

Breaking program up into its logical segments, and allocating space for these segments into memory separately. The segments may be of variable length, and need not be allocated contiguously.

53. What is the main difference between paging and segmentation?

The main difference between paging and segmentation is that segments are variable sized, logical entities that are visible to the assembly level programmer, whereas pages are fixed sizes divisions of a single, flat virtual address space, which are created for efficient memory usage, exploiting the locality of reference.
54. Write the differences between paging and segmentation.

	Paging 
	Segmentation

	Pages are fixed sizes divisions of a single, flat virtual address space, which are created for efficient memory usage, exploiting the locality of reference

Paging allocates in units of a page size.

Paging causes Internal fragmentation 

A page table might be too large to fit into registers, and may have to be stored in memory. 


	Segmentation is basically a logical way of splitting up your memory requirements. As such, it is visible to the assembly language programmer

Segmentation allows variable size segments; 

Segmentation causes external fragmentation 

Segmentation might be less expensive to implement, because we may have only a handful of logical segments (such as code, data and stack segments), so that the length of the segment table will be small


55. Why page sizes are always powers of 2? 

Recall that paging is implemented by breaking up an address into a page and offset number. It is most efficient to break the address into X page bits and Y offset bits, rather than perform arithmetic on the address to calculate the page number and offset. Because each bit position represents a power of 2, splitting an address between bits results in a page size that is a power of 2.

 56. What is internal fragmentation?

 Internal fragmentation is wasted space within a partition.

 57. What is external fragmentation?

External fragmentation Wasted space due to empty partitions being too small for current processes.

 58. Explain the difference between internal and external fragmentation.
Internal fragmentation is the area occupied by a process but can not be used by the process. This space is unusable by the system until the process release the space.

External fragmentation exists when total free memory is enough for the new process but it's not contiguous and can't satisfy the request.   Storage is fragmented into small holes.
59. What advantages does segmentation have over paging?

a. Can associate protection with critical segments, without protecting other items.

b. Can share code and data with other users, tightly, so that only the desired portions are shared.

60. What problems arise in sharing code in segmentation schemes?

Shared code must have same segment number for each user; segmentation must allow for this.
UNIT - IV

MEMORY MANAGEMENT

1. Define Virtual Memory.

Virtual memory is the separation of user logical memory from physical memory. This separation allows an extremely large virtual memory to be provided for programmers when only a smaller physical memory is available.

2. What is Demand paging?

Process is in the form of several pages, whenever we want to execute a process; the pages of process are transferred in to main memory one by one. This kind of page transfer at the time of need is known as demand paging.

3. What is demand fetch?

Demand fetch strategy: It is a strategy in which the page or segment is brought into the main memory only when it is referenced or demanded. It needs explicit reference.

4. Differentiate between pager and swapper.


Pager





Swapper

Pager is concerned with individual page
Swapper is concerned with

of process.
entire process.

It occupies less address space.
It occupies large contiguous address space.

Pager is connected with demand paging.
Usage of swap in demand paging is technically incorrect.
5. What is page fault?

Whenever the process is executed, the page needed for process execution is not present in physical memory and if the paged needed is marked as invalid in page table, then it is known as page fault. The identification of this page fault is known as page fault trap.

6. List the steps to be followed to handle page fault.

· Check the internal table to determine the reference is valid or invalid memory access.

· If the reference is invalid, terminate the process.

· If the reference is valid but page is not yet brought find a free frame to bring the page in.

· Perform read operation and update internal table which is present along with page table and process, to indicate page is present in memory.

· Restart the instruction as though page is present in the memory.

7. What is pure demand paging?

 If the reference pages are present in memory no more faults occur, and all the pages are valid and legal. This concept of page transfer without fault is known as pure demand paging.

8. What is locality of reference?

Locality model states that, as the process executes, it moves from locality to locality. A locality is a set of pages that are actively used together. Generally a process execution has number of locality which overlaps.

9. List the hardware to support demand paging.

· Page table

· Secondary memory

10. What is swap space?

Secondary memory holds the pages which is not present in the main memory. It is called as swap device and the section of secondary memory used for swapping is called swap device.

11. What are the steps involved in execution of instruction C=A+B.

1. Fetch and decode the instruction.

2. Fetch A.

3. Fetch B.

4. Add A and B.

5. Store the sum in C.

12. What is effective access time?

Effective access time is equal to memory access time of pages, when no page fault occurs. If page fault occurs effective access time is given by,

Effective access time=(1-p) x ma + p x page fault time.

13. What are the three major components of the page-fault service time?

· Service the page fault interrupt

· Read in the page

· Restart the process

14. Explain briefly copy-on-write.

The same copy of page is used by parent and child process. If any of the process attempts to write anything on the copy-on-write page a copy of shared page is created.

15. What is zero-fill-on-demand technique?

Zero-fill-on-demand pages have been zeroed-out before being allocated, thus erasing the previous contents of the page. With copy-on-write, the page being copied will be copied to a zero-filled page. Pages allocated for the stack or heaps are similarly assigned zero-filled pages.

16. What is memory mapping a file?

Usage of virtual memory techniques to treat file i/o as routine memory accesses is known as memory mapping a file, allowing a part of the virtual address space to be logically associated with a file.

17. Define placement and replacement strategy?

Placement strategy: These are concerned with where in the primary storage the incoming pages or segments are to be placed. The fetch which is made on demand by the processor is called demand fetch.

Replacement strategy: This strategy is concerned with which page or segment need to be removed in order to provide space to the incoming page or segment provided if the primary storage is full already. There are several algorithms available to replace the page or segment.

18. List the steps involved in replacement of page.

1. Find the location of the desired page on the disk.

2. Find a free frame.

3. Read the desired page into new free frame; change the page and frame tables.

4. Restart the user process.

19. What step should be followed when there is no free frame found for replacement?

If there is no free frame, use a page- replacement algorithm to select a victim frame, write the victim page to the disk; change the page and frame tables accordingly.

20. What is modify bit?

Each page or frame will have modify bit associated with it in the hardware. The modify bit for a page is set by the hardware whenever any word or byte in the page is written in to, indicating that the page has been modified. Whenever we select a page for replacement we have to examine the modify bit.

21. What are the algorithms needed to implement demand paging?

· Frame-allocation algorithm.

· Page-replacement algorithm.

22. How shall we select a suitable algorithm for page-replacement?

Algorithm should be evaluated by running it on a particular string of memory references and computing the number of page faults.

23. What is reference string?

The string of memory references is called as reference string. It can be generated artificially by two methods,

1. Random number generator.

2. Trace a given system and record the address of each memory reference. (It produces millions of addresses per second).

24. How will you reduce the number of addresses generated by second method?

There are two ways to reduce the number of addresses, they are,

1. For given page size consider only the page number rather than entire address.

2. If there is reference to a page then the immediately following reference to the page should not create a page fault.

25. Explain briefly FIFO page-replacement.

When a page must be replaced, the oldest page is chosen. Notice that it is not strictly necessary to record the time when a page is brought in. we can create a FIFO queue to hold all pages in memory. We replace the page at the head of the queue. When a page is brought in to memory, we insert it at the tail of the queue.

26. What is Belady’s anomaly?

In some page-replacement algorithms, the page fault rate may increase as the number of allocated frames increases.

27. What is optimal page-replacement?

This kind of replacement is called as OPT or MIN. It has the lowest page-fault rate of all algorithms. It specifies to replace the page that will not be used for the longest period of time.

28. What is LRU page replacement?

LRU replacement associates with each page the time of that page’s lat use. LRU uses the page that has not been used for the longest period of time. This is also optimal replacement in some situations.

29. Differentiate between FIFO and OPT replacements algorithms.

FIFO




OPT
It uses the time at which a page was
It uses the time at which the

brought in to the memory.


pages to be used.

Comparatively has high page fault.

It has low page fault.

30. What are the different implementations of LRU replacement policy?

· Counters.

· Stack.

31. What is LRU approximation page replacement?

It uses the reference bit. If the page is used for replacement the reference bit is set to one, zero otherwise. Here we can know whether the page is used or not but we could not find the order of usage. The algorithm which uses this reference bit alone is known as second chance page replacement algorithm.

32. Differentiate between Local and Global replacement.


Global Replacement



Local Replacement
     Global replacement allows a process
  Local replacement requires that each

    to select a replacement frame from the
  process select from only its own set

    set of all frames, even if those frame

  of allocated frames.

    is currently allocated to some other

    process; one process can take a frame

    from another.

   Increases system throughput.            Throughput of the system using this             replacement is relatively low

33. What is thrashing?

During the execution of process, some pages will be allocated to it, if it needs more number of pages; then a page should be replaced. If the actively used page is replaced page fault occurs hence replacing pages continues. This high paging activity is known as thrashing. Thrashing spends more time for replacement than execution of process; hence the system throughput is reduced.

34. What is a file?

A File is a named collection of related information that is recorded on secondary storage. Operating system abstracts from the physical properties of its storage devices to define a logical storage unit. This logical storage unit is called as file.

      35. List the different kinds of file.

· Text file – sequence of characters organized in to lines.

· Source files – sequence of subroutines and functions, again organized as executable statements.

· Object file – sequence of bytes organized in to blocks which are understood by the system linker.

· Executable file – series of code sections that the loader can bring into memory and execute.

35. What are file attributes?

· Name

· Identifier

· Type

· Location

· Size

· Protection

· Time, date and user identification

36. What are file operations?

· Creating a file

· Writing a file

· Reading a file

· Repositioning within a file

· Deleting a file

· Truncating a file

37. List the operations associated with the file open operations.

· File pointer

· File open count

· Disk location of the file

· Access rights

38. List common file types.

	File type
	Usual Extension
	Function

	Executable
	Exe, com, bin
	Read to run machine language program

	Object
	obj, o
	Compiled, machine language, not linked

	Source code
	c, cc, java, pas, asm, a
	Source code in various languages

	batch
	bat, sh
	Commands to the command interpreter

	text
	txt, doc
	Textual data, documents

	Word processor
	wp, tex, rrf, doc
	Various word-processor formats

	library
	lib, a, so, dll, mpeg, mov, rm
	Libraries of routines for programmers

	Print or view
	arc, zip, tar
	ASCII or binary file in a format for printing or viewing

	Archive
	arc, zip, tar
	Related files grouped in to one file, sometimes compressed, for archiving or storage

	Multimedia
	mpeg, mov, rm
	Binary file containing audio or A/V information


39. What is contiguous and non-contiguous memory allocation?


Contiguous memory allocation, as the name implies, each program has to occupy a single contiguous block of storage location


In non contiguous storage allocation, a program is divided into several blocks or segment that may be placed throughout main storage in pieces not necessarily adjacent to one another.

40. Define fragmentation.

Storage fragmentation occurs in every computer system regardless of its storage organization. In fixed partition systems, fragmentation occurs either because user jobs do not completely fill their designated partitions or because a partition remains unused if it is too small to hold a waiting job.

41. What is internal fragmentation?


The disk space is allocated in terms of blocks; some portion of the last block is always wasted. The wasted bytes allocated to keep everything in units of blocks are known as internal fragmentation.

41. What is sequential access?


Information in the file is processed in order, one record after the other. This mode of access is known as sequential access. It is one of the common and simple methods of access. For e.g. editors and compilers access files in this fashion.

42. What is direct access?


A file is made up of fixed length logical records that allow programs to read and write records rapidly in no particular order. It is based on the disk model of files, which allows random access. It is otherwise known as relative access.

43. What is relative block number?


Relative block number is an index to the beginning of the file given by the user to the operating system. It continues sequentially and increments itself for next file.

44. List the operations performed in a directory.

· Search for a file.

· Create a file.

· List a directory.

· Rename a file.

· Traverse the file system.

45. Differentiate between user-file directory (UFD) and master file directory (MFD).




UFD




MFD
Separate directory is created for each user

There is only one MFD

Each UFD consists of files created by 

MFD lists all the UFDs

the respective user









The user can create his/her own files
The modifications in MFD are done by system administrator.

These are nodes of directory tree structure
These are root of directory tree structure

46. What is path name?

       Files form the leaf of the directory structure. In the tree structure   MFD forms the root of the tree, UFD forms the node and file forms the leaf. Hence whenever a file is referred it should be specified with its root and parent node. This method of specification of the path of the file is known as path name.

47. What is absolute path name and relative path name?

 Absolute path name: It gives the path name which begins at the root and follows a path down to the specified file, giving the directory names on the path.

Relative path name: It defines the path from the current directory.

48. What is acyclic graph directory?


It allows directory to have shared subdirectories and files. The same file or subdirectories may be in two different directories.

49. What is garbage collection?


Garbage collection involves traversing the entire file system, marking everything that can be accessed. Then the second pass collects everything that is not marked on to a list of free space. This is used to create free space for process execution.

50. What is mount point?


The operating system is given the name of the device, and the location within the file structure at which to attach the file system. This location or point at which the file system is attached is known as mount point.

51. What is security ID?


Each user of the system is given with a unique number for secured usage and authentication. This number in Windows NT parlance is known as security ID.

52. What is distributed file system?


An arrangement of file system in which the remote directory are visible through local machine. Here there is no transfer of files, instead visibility is made global.

53. What is client-server model?


Remote file system allows a computer to mount one or more file systems from one or more remote machines. In this case, the machine containing the files is the server, and the machine wanting the access to the files is the client. It is usually used in networking.

54. What is distributed information system?


The management of client-server services are made easier by using distributed information system which is unified access to the information needed for remote computing.

55. List the distributed naming structure used.

· Domains

· Active directory technique.

56. What is RAID?


RAID is redundant arrays of inexpensive disks which can prevent the loss of a disk from resulting in the loss of data.

57. What is consistency semantics?


Consistency semantics is related to process synchronization. It is a characterization of the system that specifies the semantics of the multiple users accessing shared file simultaneously.

58. List the operations performed in controlled access.

· Read

· Write

· Execute

· Append

· Delete

· List

59. List the classification of user in files.

· Owner

· Group

· Universe

60. What is access control list (ACL)?


The identity dependent access is associated with ACL, which specifies the user name and the types of access allowed for the user. Whenever the user is updating or modifying a file, the operating system checks the ACL to promote access to the user.

UNIT-V

1. What is basic file system?

The basic file system issues generic commands to the appropriate device driver to read and write physical blocks on the disk. Each physical block is identified by its numeric disk address.

2. What is master file table?

A partition control block contains partition details, such as the number of blocks in the partition, size of blocks, free-block count and free-block pointers and free FCB count and FCB pointers. It is known as master file table in NTFS.

3.  What is system wide open file table and per-process open file table?

System-wide open-file table contains a copy of the FCB of each open file, as well as other information.

Per-process open-file table contains a pointer t the appropriate entry in the system-wide open-file table, as well as other information.

4. What are the functions of virtual file system?

· It separates file-system generic operations from their implementation by defining a clean VFS interface. Several implementations for the VFS interface may coexist on the same machine allowing transparent access to different types of file systems mounted locally.

· The VFS is based on a file representation structure, called a vnode, that contains a numerical designator for a network wide unique file.

5. What is restoring?

Recovery from the loss of an individual file, or of an entire disk is known as restoring the data.

6. What is typical backup schedule?

· Copy all the files to the backup medium from the disk – full backup

· Copy all the updated files to another medium – incremental backup

· Finally copy all the files to another medium after incremental backup.

7. What is a port?

A device communicates with the entire computing system through the connection point called port.

8. What is bus?


It is the common set of wires and a rigidly defined protocol that specifies a set of messages that can be sent on the wires.

9. What are the registers that constitute IO port?

a. Status register

b. Control register

c. Data-in register

d. Data-out register

10. What are the steps involved in handshaking?]

1. The host repeatedly reads the busy bit until that bit becomes clear.

2. The host sets the write bit in the command register and writes a byte in to the data-out register.

3. The host sets the command-ready bit.

4. Command ready notification is made

5. Write is performed by data-out register

6. error bit is cleared

11. What is an interrupt?

The hardware mechanism that enables a device to notify the CPU is known as interrupt.

12. What is interrupt handler?

It is a routine which determines the cause of the interrupt, performs the necessary processing, and executes a return from interrupt instruction to return the CPU to the execution state prior to the interrupt.

13. What is interrupt controller?

Interrupt controller is  a hardware which performs the following function,

· Defers interrupt handling

· Dispatches proper interrupt handler

· Issues multi-level interrupts.

14. What is Non-mask able interrupts?

These are interrupts reserved for events such as unrecoverable memory errors. It handles those errors.

15. What is interrupt vector?

The interrupt mechanism accepts an address- a number that selects a specific interrupt-handling routine from a small set. In most architecture, this address is an offset in a table called as interrupt vector.

16. What is software interrupt?

These are special instructions which are handled by the kernel. This instruction has an operand that identifies the desired kernel service. This is otherwise known as trap.

17. What is exception?

These are unusual events which makes an ineffective process execution. Divide by zero, accessing a protected or non-existing memory address, executing a privileged instruction from user are examples of exception.

18. What is direct memory access?

Many computers avoid burdening the main CPU with PIO by offloading some of this work to a special purpose processor called a direct memory access.

19. What is cycle stealing?

Continuous access of CPU time without any proper usage is known as cycle stealing. It can slow down the CPU computation.

20. What is DVMA?

It is the usage of direct virtual memory access which needs the translation of logical address to physical address called memory mapping.

21. What are the various characteristics of I/O devices?

	Aspect
	Variation
	Example



	Data transfer mode
	Character block
	Terminal disk

	Access method
	Sequential random
	Modem CD-ROM

	Transfer schedule
	Synchronous, Asynchronous
	Tape keyboard

	Sharing
	Dedicated sharable
	Tape keyboard

	Device speed
	Latency, seek time, transfer rate ,delay between operations
	

	I/O direction 
	Read only

Write only

Read-write
	CD-ROM graphic controller disk


22. Define character–stream device and block device?


A character-stream device transfers bytes one by one, whereas a block device transfers a block of bytes as a unit.

23. What is a sharable device?


A sharable device can be used concurrently by several processes.

24. What is escape?


Escape also known as back-door, most operating system has an escape that transparently passes arbitrary commands from an application to a device driver.

25. What kind of input device keyboard is?


Keyboard is an example of a device that is accessed through a character stream interface. The basic system interface calls in this interface enable an application to get () or put() one character.

26. Define socket interface?


The system calls in socket interface enable an application to create a socket, to connect a local socket to a remote address, to listen for any remote application to plug into the local socket, and to send and receive packets over the connection.

27. What are the basic functions provided by the clocks and timers of the computer?

· Give current time

· Give the elapsed time

· Set a timer to trigger operation X at time T


28. What is programmable interval timer?


Programmable interval timer is hardware, used to measure elapsed time and to trigger the operations.

29. What is blocking?


When an application issues o blocking system call, the execution of the application is suspended. The application is moved from the OS’s run queue to a wait queue. After the system call completes, the application is moved back to the run queue.

30. What is buffer?


A buffer is a memory area that stores data while they are transferred between two devices or between a device and an application.

31. What is double buffering?


The double buffering decouples the producer of data from the consumer, thus relaxing timing requirements between them. It is also adapts between devices that have different data-transfer sizes.

32. What is caching?


A cache is a region of fast memory that holds copies of data. Access to cache copy is more efficient than access to original data. It saves most of the CPU time.

33. What is spool?


A spool is a buffer that holds output for a device, such as a printer, that cannot accept interleaved data streams.

34. What is Sense key?


It identifies the general nature of the failure, such as a hardware error or an illegal request, which consists of additional sense codes and qualifiers; used to test some bad commands.

35. What is Kernel?


Kernel is a piece of software responsible for providing secure access to the machine's hardware to various computer programs. Since there are many programs, and access to the hardware is limited, the kernel is also responsible for deciding when and how  long a program should be able to make use of a piece of  hardware.
36. List the techniques managed by I/O subsystem?

· The management of name space for files and devices.

· Access control to files and devices.

· Operation control.

· File system space allocation.

· Device allocation.

· Buffering, caching, and spooling.

· I/O scheduling.

· Status monitoring, error handling, and failure handling.

· Device driver configuration and initialization.

37. What is a Stream?


A stream is a full-duplex connection between a device driver and a user-level process. It consists of a stream head that interfaces with the user process, a driver end that controls the device, and zero or more stream modules between them.

38. What is flow control?


A queue supporting flow control buffers messages and does not accept messages without sufficient buffer space. Flow control is supported by exchanging control messages between queues in adjacent modules.

39. What is seek time?


The seek time is the time for the disk arm to move the heads to the cylinder containing the desired sector.

41. What is rotational latency?


The rotational latency is the additional time waiting for the disk to rotate the desired sector to the disk head.

42. What is bandwidth?


The disk bandwidth is the total number of bytes transferred, divided by the total time between the first request for service and the completion of the last transfer.

43. What is SSTF scheduling?


The shortest-seek-time-first algorithm selects the request with the minimum seek time from the current head position. Since seek time increases with the number of cylinders traversed by the head, SSTF chooses the pending request closest to the current head position.

44. What is elevator algorithm?


The SCAN algorithm is sometimes called the elevator algorithm, since the disk arm behaves just like an elevator in a building, first servicing all the requests going up, and then reversing to service requests the other ay.

45. What is system disk?


The full bootstrap program is stored in a partition called the boot blocks, at a fixed location on the disk. A disk that has a boot partition is called as a boot disk or system disk.

46. What are the bad-sector transactions?

· The operating system tries to read logical block.

· The controller calculates the ECC and finds that the sector is bad. It reports this to OS.

· The next time that the system is rebooted, a special command is run to tell the SCSI controller to replace the bad sector with a spare.

· After that, whenever the system requests logical block 87, the request is translated in to the replacement sector’s address by the controller.

47. What is swap space management?


Swap space management is another low-level task of the operating system. Virtual memory uses disk space as an extension of main memory.

48. What is data segment?


The enough space set aside to hold the program is known as text page or text segment or data segment of the process.

49. What is swap maps?


Mapping of text segment to the swap space for the existing process is known as swap map.

50. What is RAID?


RAID is redundant array of inexpensive disk, which is the collection of disk used to address the performance and reliability issues. It prevents data loss effectively.

51. What is mirroring?


The simplest approach to introduce redundancy is to duplicate every disk. This technique is called as mirroring or shadowing.

52. What is redundancy?


The extra information which may not be needed is maintained constantly in order to use at the event of disk failure to rebuild the lost information. This is known as redundancy and it is used as a solution for problems of reliability.

53. What is data stripping?


Data stripping is dividing the data across multiple disks. It has two types of stripping,

· Bit-level stripping

· Block-level stripping

54. What are the needs of parallelism in a disk system?

· To increase the throughput of multiple small accesses by load balancing.

· Reduce the response time of large accesses.

55. What is a Reed-solomon code?


It is a error correcting code, where 2bits of redundant data are stored for every 4 bits of data unlike 1 parity bit. Using this Reed-Solomon code the system can tolerate 2 disk failures.

56. What is hot spare?


If any of the disk fails to process, some spare disks available can be replaced these kind of spare disks are called as hot spares.

57. In what ways the computers can access the disk storage?

· Host-attached storage.

· Network attached storage.

58. What are the outcomes of disk write operation?

· Successful outcome

· Partial failure

· Total failure

59. How the output operation is executed?

· Write the information on to the first physical block.

· When the first write completes successfully, write the same information on to the second physical block.

· Declare the operation complete only after the second write completes successfully.

60. What are the examples for tertiary-storage devices?

· Floppy disks

· CD-ROMs

· Tapes etc.

